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Synchronizing movements with auditory beats, compared to visual flashes, yields divergent activation in
timing-related brain areas as well as more stable tapping synchronization. The differences in timing-related
brain activation could reflect differences in tapping synchronization stability, rather than differences between
modality (i.e., audio-motor vs. visuo-motor integration). In the current fMRI study, participants synchronized
their finger taps with four types of visual and auditory pacing sequences: flashes and a moving bar, as well as
beeps and a frequency-modulated ‘siren’. Behavioral tapping results showed that visuo-motor synchronization
improved with moving targets, whereas audio-motor synchronization degraded with frequency-modulated
sirens. Consequently, a modality difference in synchronization occurred between the discrete beeps and flashes,
but not between the novel continuous siren and moving bar. Imaging results showed that activation in the
putamen, a key timing area, paralleled the behavioral results: putamen activation was highest for beeps,
intermediate for the continuous siren and moving bar, and was lowest for the flashes. Putamen activation
differed between modalities for beeps and flashes, but not for the novel moving bar and siren. By dissociating
synchronization performance from modality, we show that activation in the basal ganglia is associated with
sensorimotor synchronization stability rather than modality-specificity in this task. Synchronization stability is
apparently contingent upon the modality's processing affinity: discrete auditory and moving visual signals are
modality appropriate, and can be encoded reliably for integration with the motor system.

© 2012 Elsevier Inc. All rights reserved.
Introduction

Precise temporal coordination between action and different percep-
tual systems is crucial for interacting with a dynamic environment.
Precise visuo-motor integration is needed to catch a ball (or catch din-
ner) and audio-motor integration is needed to synchronize movements
with music. Empirically, the temporal integration of action and percep-
tion is commonly examined in tasks requiring finger tapping to an
isochronous pacing sequence. Previous neuroimaging and behavioral
studies of tapping have established strongmodality differences between
audio-motor and visuo-motor synchronization. However, the vast
majority of previous studies used only flashing visual stimuli, andflashes
are known to yield poorer synchronization performance than auditory
stimuli (Repp, 2005). Visuo-motor synchronization improves signifi-
cantly with moving stimuli (Hove and Keller, 2010; Hove et al., 2010;
Iversen et al., submitted for publication). In the present study, we tested
whether previously observed activation differences reflect modality
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per se (i.e., audio-motor vs. visuo-motor integration), or differences in
synchronization performance.

Neuroimaging studies have uncovered divergent neural activation
patterns for visuo-motor versus audio-motor synchronization. Differ-
ences extendwell beyondprimary sensory areas into regions implicated
in the brain's timing networks, including the basal ganglia, supplemen-
tary motor areas (SMA), and cerebellum (e.g., Buhusi and Meck, 2005;
Coull et al., 2011;Macar et al., 2002; Schwartze et al., 2012). Direct com-
parisons of audio-motor and visuo-motor synchronization reported ac-
tivation in different areas of the cerebellum (Jäncke et al., 2000;
Penhune et al., 1998). Additionally, audio-motor, but not visuo-motor
synchronization, yielded significant activation in the SMA (Jäncke et
al., 2000; Penhune et al., 1998). In a meta-analysis on 38 neuroimaging
studies of finger-tapping, striking differences between audio- and
visuo-motor synchronization were uncovered in the putamen of the
basal ganglia; synchronizationwith auditory, but not visual stimuli, con-
sistently activated the putamen (Witt et al., 2008). The putamen is a key
area for beat and rhythmprocessing (Coull et al., 2011; Grahn andRowe,
2009; Kotz et al., 2009; Teki et al., 2011; Wiener et al., 2009). A recent
study comparing audio and visual beat perception showed more puta-
men activation and more sensitive beat perception for auditory than
for visual stimuli; nevertheless, within the visual condition the degree
of putamen activation predicted beat sensitivity (Grahn et al., 2011).

http://dx.doi.org/10.1016/j.neuroimage.2012.11.032
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1 Two additional volunteers participated in the experiment, but failed to synchro-
nize with the pacing sequences in more than half of the trials in the scanner; therefore
they were excluded and their imaging data were not analyzed.
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Taken together, neural activation differences observed between
auditory and visual modalities in synchronization and beat perception
have important implications. For example, it has been argued that
auditory rhythms induce an internal rhythm that guides movement,
whereas visual rhythms do not generate an internal rhythm (Jäncke
et al., 2000). Additionally, modality differences have provided evidence
that time is represented in a distributed network rooted in sensorimo-
tor processes, rather than subserved by a centralized clock mechanism
(Jantzen et al., 2005). Furthermore, differences in neural activations
could support an auditory specialization for encoding temporal infor-
mation (e.g., Welch and Warren, 1980).

Given these activation differences in timing circuits, it is perhaps
unsurprising that a strong behavioral advantage has also been observed
for audio-motor over visuo-motor synchronization. Rhythmic finger
tapping is much more accurate with auditory stimuli than with
flashing visual stimuli (e.g., Chen et al., 2002; Dunlap, 1910; Kolers
and Brewster, 1985). Stable synchronization is possible at much faster
rates with auditory than with visual sequences (Repp, 2003). In a
target-distracter paradigm, when auditory beeps and visual flashes are
presented in competition with each other, participants' movement
timing is dictated by the auditory stimuli, regardless of volition (Repp
and Penel, 2004). Finally, the serial dependence between inter-tap inter-
vals, which intimates underlying timing processes (e.g., Vorberg and
Wing, 1996), differs between audio- and visuo-motor synchronization:
Inter-tap intervals in audio-motor synchronization typically alternate
between short and long intervals (a negative lag1 autocorrelation),
which suggests active error correction (Semjen et al., 2000); whereas
synchronization with flashing visual stimuli typically has a positive or
non-negative lag1 autocorrelation, which suggests weak (or absent)
tap-to-tap error correction (Chen et al., 2002; Hove and Keller, 2010;
Hove et al., 2010). Together these results suggest different underlying
processes for synchronizingwith audio- versusflashing visual sequences.

However, nearly all imaging and behavioral evidence for differences
between visual and auditory synchronization used flashing visual
stimuli. While flashes may offer the most similar control for auditory
beeps in terms of temporal onset/offset (and no additional confounding
factors), they lack ecological validity in that the visual system rarely
processes or acts upon purely temporal information devoid of
spatial translation. The visual system has considerably lower temporal
resolution than audition (e.g., Holcombe, 2009), and thus is severely
handicapped in synchronizing with discrete temporal stimuli.
Vision excels at processing spatial, rather than temporal information
(e.g., Bertelson and Radeau, 1981; Welch and Warren, 1980). When a
visual stimulus contains spatiotemporal information (rather than
purely temporal information), action timing to intercept that moving
stimulus can be very precise (Bootsma and van Wieringen, 1990).

In a series of recent finger-tapping studies, we have shown that
synchronization timing improves dramatically with spatiotemporal
visual stimuli, compared with purely temporal flashing stimuli. In
one study, participants tapped along with flashing visual stimuli and
with visual images that alternated between a high and low position
creating apparent motion. Synchronization was considerably more
stable with the apparent motion stimuli than the flashes (Hove and
Keller, 2010). In another study, participants tapped along with visual
flashes, fading stimuli, and stimuli that moved frame-by-frame at a
linear velocity, as well as an auditory metronome. Synchronization
with the moving stimuli was much better than with flashing or fading
stimuli; however, an auditory advantage was still observed, especially
at very fast tempi (300 and 240 ms IOI), (Hove et al., 2010). In both
these studies, the moving visual stimuli also yielded negative lag1
autocorrelations, suggesting that error correction was occurring.
Additionally, in a target-distracter study that presented moving visual
stimuli in competition with auditory beeps, the moving visual stimuli
attracted movement timing as much as auditory stimuli, thus erasing
the auditory dominance previously observed over flashes (Hove et al.,
in press). Together, these studies demonstrate that motion increases
the temporal reliability of visual encoding (cf. Ernst and Bülthoff,
2004) and thus facilitates precise visuo-motor integration.

The foregoing suggests that the ‘modality differences’ observed
between auditory and flashing visual stimuli should be interpreted
cautiously: It is unclear if the previously reported differences in brain
activation truly reflect differences between modality (i.e., audio-motor
vs. visuo-motor integration) or simply the poor performance with
flashing visual stimuli due to their less precise temporal encoding. The
significant improvement in visual synchronization withmoving stimuli
encourages the re-examination of established modality differences.
Are differences in neural timing circuits substantially reduced with
improved visuo-motor synchronization (or degraded audio-motor
synchronization)?

In the present fMRI study, participants synchronized their finger
taps with four types of visual and auditory pacing sequences: visual
stimuli were flashes and a moving bar, and auditory stimuli were
beeps and frequency modulated ‘sirens’. Within the visual modality,
synchronization should improve for the moving bar stimuli compared
to the flashes due to the spatial processing advantage. Within the
auditory modality, synchronization should degrade for the siren com-
pared to the discrete beeps, since the siren's continuous presentation
should reduce or blur the neural encoding of its target compared to
the beep's discrete target (cf. Barsz et al., 2002). Thus, these stimuli
can disentangle synchronization performance frommodality. Critically,
neural activation in key timing areas such as the putamen should vary
with the stability of synchronization performance, rather than being dic-
tated by modality. We expect to replicate previously observed modality
differences only for the discrete stimuli (beeps versus flashes), whereas
the modality differences should be substantially less pronounced with
the continuous stimuli (siren versusmoving bar). Accordingly, we antic-
ipate an interaction betweenmodality and discrete/continuous stimulus
structure for both behavioral synchronization performance and neural
activation in time-sensitive areas such as the putamen.
Material and methods

Participants

Fourteen right-handed volunteers (7 women) aged 24 to 34 years
(M=27.7±3.0 years) participated in the experiment.1 Participants
were paid for their participation and gave informed consent. Participants
had a range of musical training (M=7.9 years; SD=9.5); this did not
affect tapping performance (ps>.5).
2.2. Experimental protocol

Participants lay supine in the fMRI scanner and tapped their
right index finger on hard plastic surface embedded in a custom
MR-compatible air-pressure response device. Participants were
instructed to synchronize their finger taps along with four different
types of isochronous pacing sequences at two tempi. The study
employed a 2 (modality: auditory, visual)×2 (style: discrete,
continuous)×2 (tempo: slow 600 ms IOI, fast 400 ms IOI) within-
subjects design (see Fig. 1). Including two tempi ensured that
participants attended to the stimuli and did not simply tap along with
one memorized tempo. Auditory pacing sequences were presented
over headphones (MR Confon,Magdeburg, Germany) and visual pacing
sequences were presented via a projector (SANYO PLC-XP50L). Taps
were recorded and pacing sequences were presented via a PC running
Presentation software (Neurobehavioral Systems). The presentation
program syncs to the refresh rate and allows consistent timing in
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the visual and auditorymodalities; this was corroboratedwith a photo-
diode test.

The auditory-discrete sequences consisted of “beeps” (50 ms duration
at 1350 Hz) every 400 or 600 ms. The auditory-continuous sequences
(“siren”) consisted of frequency modulated pitch sweeps that started at
the peak 1350 Hz and decreased in 150 Hz increments every 50 ms,
then increased back to the peak. Step-wise frequency modulation was
employed tomatch the frame-by-frame presentation in the visual condi-
tion. The slow condition consisted of seven frequency steps from 1350 to
450 Hz and back, and the fast condition consisted of five frequency steps
from 1350 to 750 Hz and back. Participants were instructed to tap with
the peak frequency of the pitch sweep; peaks are more salient and
previous work with pitch sweeps established that participants naturally
synchronize with the peaks (McAnally, 2002).

The visual-discrete sequences (“flash”) consisted of a white bar
flashed for 50 ms on a black background every 400 or 600 ms. The
visual-continuous sequences (“moving bar”) consisted of a bar moving
up and down. The bar started at the bottom of the screen and moved
0.8 cm every 50 ms; the slow condition consisted of seven steps in
amplitude, and the fast condition consisted of five steps in amplitude.
Participants were instructed to tap when the bar hit the bottom of its
trajectory; thus the finger and visual stimulus moved in a directionally
compatible manner. During auditory trials, the stationary bar remained
on screen in a fixed-position, essentially serving as a fixation point. All
trials lasted 19.2 s; Fast trials (400 ms IOI) contained 48 cycles, and
slow trials (600 ms IOI) contained 32 cycles. Participants completed a
short practice session prior to scanning.

The entire experiment consisted of 10 blocks containing each of the
8 conditions in permuted order, for a total of 80 trials (split into two
separate fMRI runs). Trials were initiated automatically by the computer
and separated by a variable inter-trial-interval of 9.4–12.2 s. Participants
were in the scanner for approximately 40 min.

Imaging data acquisition and analysis

Functional imaging data were collected on a 3 T Siemens Trio
system using continuous sampling. Scans used echo planar imaging
(EPI) with a repetition time of 2 s; TE=24 ms; 36 axial oblique
slices; 1 mm gap; and voxel size=3×3×3 mm3. All participants
had previously participated in an MRI experiment, and their high
resolution, T1 weighted structural scans (64 slices at 1×1×1 mm3

voxel size) were obtained from the database. Neuroimaging data were
analyzed using FEAT (FMRIB Expert Analysis Tool) Version 5.63, part of
FSL (FMRIB's Software Library, www.fmrib.ox.ac.uk/fsl). Pre-statistic pro-
cessing included: motion correction using MCFLIRT (Motion Correction
FMRIB's Linear Image Registration Tool; Jenkinson and Smith, 2001);
non-brain removal using BET (Smith, 2002); spatial smoothing using a
Gaussian Kernel of 5 mm full width at half-maximum; and non-linear
high pass temporal filtering (Gaussian-weighted least-squares straight
line fitting, with sigma=60 s). Functional scans were co-registered
Beep
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Audio
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Fig. 1. Schematic of the four pa
onto each individual's T1 high-resolution structural image and then
registered onto a standard brain (Montreal Neurological Institute MNI
152 brain).

Statistical analysis at the individual subject level was carried out
using a general linear modeling (GLM) approach (Friston et al.,
1994). Each stimulus condition was modeled as a unique explanatory
variable (the boxcar functions lasted for the full trial duration of
19.2 s); the regressors were formed by convolving the boxcar func-
tion with a hemodynamic response function. Time-series statistical
analysis used FILM (FMRIB's Improved Linear Model) with local
autocorrelation correction (Woolrich et al., 2001). First-level contrasts
directly compared the four conditions of auditory- and visually-paced
synchronization (with collapsed tempi), as well as against implicit
baseline. Second-level analysis grouped the first-level analysis of each
subject's two scanning blocks. Group statistics analyses used FEAT,
employing FLAME (FMRIB's Local Analysis of Mixed Effects). This
analysis method incorporates the variance within session and across
time (fixed effects), as well as cross-session variances (random effects).
Cluster thresholding was performed with a voxel-level Z-threshold of
2.3 and a corrected cluster p-valueb0.05 with a cluster-based correc-
tion for multiple comparisons using Gaussian Random Field Theory
(Friston et al., 1994; Worsley et al., 1992).

As a follow-up to the whole-brain voxel-wise analyses, and based
on previous work highlighting its importance in temporal processing
(e.g., Grahn and Rowe, 2009), a region of interest (ROI) analysis was
used to compare putamen activation for the four stimulus conditions.
The ROI was functionally defined as an 8 mm sphere centered in the
left putamen at x=−18, y=14, z=−8. Time-course analyses and
individual parameter estimates were extracted from this ROI using
PEATE — Perl Event-related Average Time-course Extraction software
(http://www.jonaskaplan.com/peate/). These parameter estimates
were analyzed in an additional ANOVA.
Behavioral analyses

Tap timing data from the response pad were analyzed to assess
synchronization performance for each trial. We first calculated the rela-
tive phase, a measure of the asynchrony between a tap and the target.
Synchronization typically requires a few taps to stabilize; therefore,
the first two seconds of each trial were omitted from analyses.

Tap-to-target synchronization stability was assessed in terms of R,
the resultant length of tap-to-target relative phases on a unit circle. R
indexes the stability of tap-to-target coordination on a scale from
0 (unstable tapping with relative phases distributed uniformly
around the unit circle) to 1 (perfectly stable tapping with a unimodal
distribution of relative phases). R equals (1 — circular variance),
(see Fisher, 1993, for more information on circular statistical treat-
ments). We report the lag1 autocorrelations of the inter-tap intervals
in the supplementary materials.
Siren

time

Moving Bar

Continuous

cing sequence conditions.

http://www.fmrib.ox.ac.uk/fsl
http://www.jonaskaplan.com/peate/


T
ap

pi
ng

 S
yn

ch
ro

ni
za

tio
n 

S
ta

bi
lit

y 
(R

)

ContinuousDiscrete

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Auditory
Beep

Visual
Flash

Visual
Moving Bar

Auditory
Siren

Le
ft 

P
ut

am
en

 A
ct

iv
at

io
n

Auditory
Beep

Visual
Flash

      Visual
        Moving Bar

   Auditory
   Siren

0.6

0.7

0.8

0.9

1

1.1

Beep > Flash      Siren > Moving Bar

6.0

2.3

z-score

L R

A

B

C

Fig. 2. A)Mean tap-to-target synchronization stability, R, for each of the four stimulus con-
ditions. R quantifies tap-to-target stability as the resultant length of tap-to-target relative
phases (i.e., 1— circular variance). B) Modality contrasts for discrete stimuli (beep>flash)
on left, and for continuous stimuli (siren>moving bar) on right. Cross-hairs on the left
putamen (−18, 14, −8 in MNI space) highlight a significant modality difference for the
discrete stimuli (whole brain corrected), whereas no modality difference is observed for
the continuous stimuli. C) Region of interest analysis for the left putamen activation
(in arbitrary units). Error bars represent 1 standard error.
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Results

Behavioral results

Tap-to-target synchronization stability ( R) was analyzed in a
2 (modality: auditory, visual)×2 (temporal structure: discrete,
continuous)×2 (tempo: slow, fast) repeated measures Analysis of
Variance (ANOVA); see Table 1. Overall, participants synchronized
better with the auditory than the visual sequences, as indicated by a
main effect of modality, F(1,13)=53.72, pb .001, ηp

2=.805. There
was no main effect of discrete vs. continuous temporal structure,
F(1,13)=2.04, p=.18, ηp

2=.135.
In the critical test, we observed a highly significant interaction of

modality and temporal structure, F(1,13)=54.88, pb .001, ηp
2=.808;

see Fig. 2A. Post-hoc comparisons (corrected) showed that auditory
synchronization was more stable with discrete beeps than with the
continuous siren (p=.009); Visual synchronization was more stable
with the continuous moving bar than with the discrete flashes
(pb .001). As previously established, a large modality advantage was
observed for discrete beeps over flashes (pb .001). The discrete
beeps also outperformed the moving bar (pb .01). However with
the novel continuous stimuli, synchronization stability did not
significantly differ between modalities for the siren and moving bar
(p=.093).

Tap-to-target synchronization was more stable at the slow tempo
as indicated by a main effect of tempo, F(1,13)=75.88, pb .001,
ηp
2=.854. Tempo interacted with modality, F(1,13)=30.43, pb .001,

ηp
2=.701, indicating that the fast tempo affected synchronization

stability more for the visual stimuli. Synchronization deteriorated at
the fast tempo for all four conditions as indicated by separate paired
t-tests (all psb .05), signifying that tempo effects are more quantita-
tive than qualitative. The three-way interaction was not significant
(p>.1). Thus, the primary fMRI analyses will investigate modality dif-
ferences for discrete and continuous stimuli with collapsed tempi,
which was the main experimental motivation. Tempo effects are
reported in supplementary materials.

Imaging results

Synchronizingfinger tappingwith pacing sequences across conditions
(relative to baseline) activated regions similar to other finger-tapping
studies including sensorimotor cortices, premotor cortex, R cerebellum
lobule V, and L putamen.

Between modality contrasts
First we examined modality differences for the discrete stimuli, as

have been examined in previous studies: auditory beeps and visual
flashes. In the (beep>flash) contrast, tapping with beeps yielded
significantly more activation in the left putamen, in addition to the
auditory cortex, and mid-line structures including the precuneus,
cingulate, and medial prefrontal cortex (mPFC) (Fig. 2B, left panel).
See Table 2 for more detailed description and coordinates. The
reverse contrast (flash>beep) yielded significantly more activation
in right premotor cortex (dorsal and ventral).

We next examined modality differences for the novel continuous
stimuli: auditory sirens and visual moving bars (Table 3). In the
(siren>moving bar) contrast, tapping with auditory sirens yielded
more activation in auditory cortex, precuneus, cerebellum, and bilateral
Table 1
Tapping synchronization stability, R, for each of the four conditions by tempo, ±standard
error.

Auditory beep Visual flash Auditory siren Visual moving bar

Slow tempo .942±.009 .733±.044 .873±.018 .879±.018
Fast tempo .923±.009 .315±.057 .757±.054 .526±.063
dorsolateral prefrontal cortex (dlPFC); no difference occurred in the
putamen (Fig. 2B, right panel). In the reverse contrast (moving
bar>siren) tapping with the moving bar yielded more activation in
visual cortex and right premotor cortex.

In order to substantiate the differences observed between these
two modality contrasts, we looked at the modality×temporal structure
interaction. Most importantly, this interaction [(beep>flash)>(siren>
moving bar)] revealed a significant cluster in the left putamen
[max activation, Z=3.42 at MNI coordinate x=−14; y=10; z=−10].

Within modality contrasts
Wenext examined differences between the discrete and continuous

stimuli within each modality. For the auditory stimuli (Table 4), the
(beep>siren) contrast yielded significantly more activation in the



Table 2
Modality contrasts of discrete stimuli, auditory beeps and visual flashes, showing local
maxima of significant clusters at pb .05 (corrected).

Brain region MNI coordinates Z score

x y z

Auditory beep>visual flash
L putamen −18 14 −10 3.23
R cerebellum VIII 18 −58 −52 3.69
R cerebellum V/VI 26 −50 −26 3.62
L auditory cortex −48 −14 0 6.74
R auditory cortex 44 −20 8 5.65
Precuneus 0 −46 50 4.94
Medial prefrontal cortex 2 52 0 4
Cingulate −4 −10 46 4.42

Visual flash>auditory beep
R premotor cortex 50 2 52 4.77
R premotor cortex 48 6 30 4.07

Table 4
Auditory contrasts within modality, auditory beeps and auditory sirens, showing local
maxima of significant clusters at pb .05 (corrected).

Brain region MNI coordinates Z score

x y z

Beep>siren
L putamen −16 10 −10 3.14
Precuneus −12 −54 6 4.33
Medial prefrontal cortex 4 62 10 4.04
L angular gyrus −46 −72 36 4.05
R angular gyrus 36 −78 36 3.54

Siren>beep
R auditory cortex 52 −14 2 5.36
L auditory cortex −58 −16 6 5.51
R supramarginal gyrus 44 −40 38 3.31
Supplementary motor area −4 0 56 3.64
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putamen, as well as in the precuneus, mPFC, and the angular gyrus. The
reverse contrast (siren>beep) yielded more activation in the auditory
cortex, the supramarginal gyrus, and the supplementary motor area
(SMA).

For the visual stimuli (Table 5), the (flash>moving bar) contrast
yielded a significant difference only in the left posterior cerebellum
(Crus II). The (moving bar>flash) contrast yielded more activity in
the visual cortex, premotor areas, and the supramarginal gyrus.

Region of interest analysis
To further compare activation of the left putamen between the

four conditions, we performed an ROI analysis. Parameter estimates
extracted from the left putamen spherewere subjected to a 2 (modality:
audio, visual)×2 (temporal structure: discrete, continuous) repeated-
measures ANOVA. Putamen activation results (Fig. 2C) corresponded to
the tapping synchronization stability results (Fig. 2A). Overall, the left
putamen was more active when participants tapped with auditory
stimuli compared with visual stimuli, as indicated by a main effect of
modality, F(1, 13)=8.03, p=.014, ηp2=.382. No main effect of
temporal structure was observed between discrete and continuous
stimuli, F(1,13)=0.02, p>.8. In the critical test, a significant interaction
of modality and temporal structure, F(1,13)=10.52, p=.006, ηp

2=.447,
indicates that putamen activation differs between modalities more for
discrete stimuli (beeps vs. flashes) than for continuous stimuli (siren
vs. moving bar). Post-hoc comparisons between modalities show that
the putamen is considerably more active when synchronizing with
Table 3
Modality contrasts of continuous stimuli, auditory sirens and visual moving bar, showing
local maxima of significant clusters at pb .05 (corrected).

Brain region MNI coordinates Z score

x y z

Auditory siren>visual moving bar
L auditory cortex −48 −18 6 6.15
R auditory cortex 50 −8 −2 6.07
Precuneus 10 −80 32 3.99
R cerebellum V 18 54 −16 3.24
R lingual gyrus 22 −58 −2 3.8
L cerebellum V −12 −52 −14 3.32
L lingual gyrus −18 −66 2 3.39
L cerebellum crus II −28 −82 −40 3.64
R inferior frontal gyrus 48 18 16 3.75
L inferior frontal gyrus −36 10 26 3.24
R frontal pole 32 58 4 3.33

Visual moving bar>auditory siren
R occipital cortex 44 −68 0 5.15
L occipital cortex −44 −68 6 4.84
R premotor cortex 34 −6 48 4
L superior parietal lobule −24 −56 52 4.15
beeps compared to flashes (p=.002);whereas no difference in putamen
activation occurred between the siren andmoving bar (p=.567).Within
modality contrasts showmore putamen activation for beeps than sirens
(p=.013), and a trend (albeit non-significant) for more activation for
the moving bar than flash (p=.140).

An additional ANOVA on putamen activation that included the
additional factor of tempo revealed no main effect of tempo (p>.2),
nor did tempo interact with modality (p>.5), temporal structure
(p>.1) or the modality×temporal structure interaction (p>.7). Thus,
the effects of putamen activation were similar for the slow and fast
tempi. This discounts the possibility that putamen activationwas driven
by task difficulty, which was presumably greater in the fast tempo.

In order to further examine the relation between synchronization
stability and putamen activation, we ran a linear mixed-model
analysis. The model included: synchronization stability ( R) as the
dependent variable; modality (audio/visual), temporal structure
(discrete/continuous), and their interaction as fixed factors; putamen
activation as a covariate; and participant as a random factor. Synchroni-
zation stability was significantly influenced by modality (F=58.2,
pb .001) and the modality×temporal structure interaction (F=14.87,
pb .001), which corresponds to the ANOVA results reported above.
Importantly, putamen activationwas an additional significant predictor
of synchronization stability (F=6.47, p=.014). This result further
substantiates the relationship between rhythmic synchronization
stability and putamen activation. A participant's relative synchroniza-
tion performance corresponds to his or her relative putamen activation.
Our hypotheses are less concerned with individual differences, and
more participants would be needed to test this question adequately.
However, as an exploratory analysis, we ran correlations between
synchronization stability and putamen activation separately for each
of the four pacing sequences. Synchronization stability significantly
correlated with putamen activation in the flash condition (r=.54,
p=.048), but correlations in the other conditions were not significant
(ps>.3).
Table 5
Visual contrasts within modality, visual flashes and visual moving bar, showing local
maxima of significant clusters at pb .05 (corrected).

Brain region MNI coordinates Z score

x y z

Flash>moving bar
L cerebellum crus II −22 −84 −42 3.25

Moving bar>flash
R occipital cortex 16 −92 −6 5.82
L occipital cortex −24 −94 −2 4.85
L premotor cortex −26 −6 52 4.35
R premotor cortex 32 −4 50 3.91
L supramarginal gyrus −50 −28 42 3.39
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Discussion

Behavioral effects

Visuo-motor synchronization was more stable with continuous
moving targets than with discrete flashes; whereas audio-motor syn-
chronization was more stable with discrete beeps than continuous
pitch-modulated sirens. A modality difference in synchronization
was observed between discrete beeps over flashes, but not between
the continuous siren and moving bar. These results indicate that syn-
chronization is not dictated by modality, but instead depends on the
nature of the stimulus. Stable synchronization requires a precise and
reliable encoding of the stimulus timing. Here the stimuli that
afforded stable synchronization were well suited to each modality's
processing affinity, and thus were likely encoded more precisely.

Difficulties in timing and synchronizationwithflashing visual stimuli
are well established (e.g., Dunlap, 1910; Kolers and Brewster, 1985).
Flashing stimuli provide only temporal information, and the visual
system has relatively low temporal resolution (on the order of tens
of milliseconds; Holcombe, 2009). Poor temporal resolution might
partially stem from the slow transduction and processing times in visual
system,which is tens ofmilliseconds slower than in the auditory system
(Arrighi et al., 2006; King and Palmer, 1985); and longer processing
should generate higher variability. The neural encoding of a flashing
stimulus would thus have a relatively variable, diffuse spike-timing
pattern, rather than a clear, precise encoding needed for perception-
action integration.

Perceptual encoding of moving visual stimuli benefits from the
visual system's high spatial resolution and motion processing, and
results in improved visuo-motor synchronization. When a stimulus
moves, the visual system's extensive motion-sensitive processing
networks can track the temporal dynamics of the stimulus. Motion pro-
cessing, alongwith anticipatorymechanisms, enable highly accurate in-
terception of moving visual targets (Bootsma and vanWieringen, 1990;
Zago et al., 2009) as required in visuo-motor synchronization. Previous
work has shown that tapping synchronization improves with moving
stimuli (Hove and Keller, 2010; Hove et al., 2010; Iversen et al.,
submitted for publication), and arm movements stably synchronize
with compatibly moving stimuli (Buekers et al., 2000; Schmidt et al.,
2007). In addition to improved perceptual encoding of visualmotion, syn-
chronization with moving stimuli likely benefited from the directional
compatibility of the stimulus and finger movement. Strong stimulus-
response compatibility assists sensorimotor integration (e.g., Hommel et
al., 2001), and previous work has shown that tapping with incompatibly
moving stimuli created little benefit over flashing stimuli (Hove et al.,
2010).

Within the auditory modality, synchronization was more stable with
beeps than frequency-modulated sirens. Pitch-modulated sequences are
relatively unexplored in timing studies. In one previous study, tapping
appeared less stable with frequency-modulated stimuli than with
discrete clicks (McAnally, 2002).2 Discrete auditory targets are likely
encoded more precisely than pitch-modulated targets. The onset of a
discrete auditory stimulus is known to elicit a strong phasic neural
response (e.g., Barsz et al., 2002), and this phasic burst increases target
salience. Conversely, when one tone closely follows another tone (as in
the siren condition), the neural encoding of the target is considerably
reduced (Barsz et al., 2002). Additionally, although the beep and siren
2 In another study, arm movements were more coordinated with a linearly rising
pitch compared to a discrete beat at slow tempi (Rodger and Craig, 2011). However
this effect occurred at tempi (2.5 and 4 s intervals) that were slower than established
synchronization threshold rates (~2 s, Repp, 2005); thus the task is considerably dif-
ferent from the sub-second synchronization task here and in most synchronization
studies.
conditions had identical targets (50 ms tone at 1350 Hz), the siren's
target was likely obscured by the surrounding tones through forward-
and backward-masking. Together, a reduced neural response and
masking would essentially ‘blur’ the siren's target, providing a less
reliable encoding of target time, which ultimately results in lower
synchronization stability.

In sum, synchronization performance is not dictated by modality,
but is contingent upon the reliability and precision of target encoding.
Stimulus encoding improves with motion in vision, and with a discrete
target in audition. More reliable stimulus encoding yields more stable
sensorimotor synchronization.

The importance of perceptual reliability, as opposed to strict
modality dominance, has emerged in work on multimodal sensory
integration. According to the Bayesian optimal integration hypothesis,
multimodal information is integrated based on its relative precision
or reliability (e.g., Alais and Burr, 2004; Ernst and Bülthoff, 2004;
Körding andWolpert, 2004). For example, while audition typically dom-
inates vision in timing tasks such as finger tapping with multimodal
stimuli, when the visual stimulus moves (and is more reliable), the
auditory dominance disappears (Hove et al., in press).

In sensorimotor synchronization, timing information from sensory
and motor systems is integrated, and the degree of integration is
likely based on relative reliability. When the sensory target is clearly
encoded, it can be integrated into action timing and yield stable
sensorimotor synchronization; whereas if the target is unreliable or
‘blurry,’ the diffuse spike timing pattern will not integrate with
action timing, and the motor timing will tend to maintain its current
intrinsic tempo (cf. Repp, 2005; Van Holst, 1939/1973). Interestingly,
the reliability of encoding is also essential on the motor side of
sensori-motor integration: when tactile feedback from movement is
removed in finger tapping, synchronization degrades, and when
tactile feedback is added in circle drawing, synchronization improves
(Studenka and Zelaznik, 2011). Thus, sensorimotor synchronization
requires a clear distinguishable encoding of both the pacing signal
and the action. Finally, sensorimotor integration benefits from the
representational overlap of perception and action codes (Hommel
et al., 2001). The preferred stimulus structure for each modality
(discrete for auditory and continuous for visual) overlaps greatly
with the finger movement's perceptual effect in that modality. In
general, the auditory feedback from finger tapping is discrete (hearing
a ‘thud’ upon surface contact), and the visual feedback is continuous
(seeing the finger move); the compatibility between the action's
perceptual effect and the preferred stimulus style could promote the
ease of perception–action integration.

Imaging results

Putamen activation
Wemanipulated themodality and structure of the pacing sequence in

order to dissociatemodality fromsynchronizationperformance. Themost
robust activation differences between conditions were observed in the
putamen. Putamen activation was highest when tapping with beeps, in-
termediate with the moving bar and siren, and was lowest with flashes.
Previous work had indicated that the putamen was consistently active
in auditory, but not visual tapping tasks (e.g., the meta-analysis of Witt
et al., 2008). However here, the nearly identical activation between
modalities for continuous stimuli indicates that putamen activation is
not dictated by modality. Instead, putamen activation corresponded to
synchronization stability, with higher activation associated with more
stable synchronization.

The putamen's association with rhythmic synchronization is consis-
tent with its well-documented activation in rhythm and timing tasks
(e.g., Coull et al., 2011; Grahn and Rowe, 2009; Teki et al., 2011;
Wiener et al., 2009). While we did not directly measure or assess
task difficulty, the conditions yielding poorer performance were also
presumably more difficult. Differences in putamen activation could
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stem from differences in task difficulty or general mental effort, rather
than timing. However, this interpretation is unlikely. First, the effects
for putamen activation were consistent across tempi, and were thus
not driven by the fast (and presumably more difficult) tempo. Addition-
ally, many studies that carefully control for task difficulty demonstrate
that the putamen is primarily associated with timing demands, rather
than task difficulty (Coull et al., 2011). For example, when performance
is matched between a timing task and a control task such as color
discrimination, many areas presumed to be part of the timing network
do not survive the comparison; but the putamen remains an integral
region for temporal processing after controlling for difficulty (Coull et
al., 2004; Livesey et al., 2007). In this study, we manipulated modality
and structure in order to influence synchronization performance
(and presumably difficulty, since there is no obvious way to dissociate
synchronization stability and difficulty). Instead of a strict modality
difference in activation of subcortical timing networks, we observed
that increased putamen activation occurs when the auditory or visual
system provides reliable timing cues that afford stable synchronization.

Some beat perception studies have shown similar putamen activation
between modalities when performance is similar. For example, in a
rhythm discrimination task with auditory and moving visual stimuli,
task performance did not differ between modalities, nor did respective
putamen response, suggesting a common timing network (Schubotz et
al., 2000). In another study, auditory beat perception was more sensitive
and produced higher putamen activation than visual beats; but within
the visual condition, the degree of putamen activity predicted beat
sensitivity (Grahn et al., 2011). Thus putamen activity seems to reflect
the relative beat strength.

As outlined in the previous section, relative beat strength is associated
with clear sensory encoding. A phasic burst response in the early sensory
pathway and thalamus, as occurs with beeps (Barsz et al., 2002) and
moving visual stimuli (Sherman and Guillery, 2005), could provide pre-
cise timing information to the SMA and other cortical areas (Schwartze
et al., 2012). The SMA is involved not only in motor output timing, but
is also an important input structure to the basal ganglia. The successive
inhibitory links in the basal ganglia's direct pathway to the thalamus
can serve to select and amplify cortical excitability for motor timing in a
winner-take-all fashion (Berns and Sejnowski, 1998). This amplified
timing activity could be sent back to motor cortex thereby completing a
thalamo–cortical–striatal loop, with boosted excitability at target times,
and increased inhibition at other times in the rhythmic cycle.

Increased putamen activation during precise rhythmic timing
could stem from monitoring oscillations in thalamo–cortical–striatal
circuits (Buhusi and Meck, 2005). In this striatal beat frequency
model (Matell and Meck, 2004), the striatum detects coincident firing
of oscillatory patterns. A clear event onset might implement a ‘start
gun’ that synchronizes the cortical oscillations (Buhusi and Meck,
2005), whereas an unclear signal would not. In sum, the putamen's
similar response across modalities and its sensitivity to variations in
performance support its key role in timing and rhythm. At the same
time, it is part of a distributed timing system involving the coordina-
tion of large-scale networks and is tightly coupled with perceptual
and action systems (cf. Meck et al., 2008).

Cortical activation
Early sensory areas responded largely as expected: In general, audi-

tory cortex was more activated during auditory conditions, and visual
cortex was more activated during visual conditions. The continuous
stimuli produced higher activation in respective sensory areas than
discrete stimuli, as would be expected from the higher degree of
dynamic input.

We manipulated the modality and style of the pacing sequence and
observed differences between conditions in respective sensory streams.
The superior parietal lobule (SPL)wasmore activated during themoving
bar condition than the siren, suggesting a role in visuo-motor processing.
This is consistent with other work showing that the SPL is part of
the dorsal visual stream involved in sensorimotor transformations for
visually guided action (Goodale andMilner, 1992) and is often activated
in visuo-motor synchronization tasks (e.g., Jantzen et al., 2005). The
opposite contrast (siren>moving bar) yieldedmore activation in the in-
ferior frontal gyrus (IFG), suggesting a role in audio-motor processing,
which is consistent with the IFG's proposed role in auditory-motor
mappings (Rauschecker and Scott, 2009). The angular gyrus of the
inferior parietal lobule was more active during the discrete than contin-
uous auditory conditions, potentially reflecting tighter auditory–motor
coupling, and is considered another key region in the auditory–motor
interface (Rauschecker and Scott, 2009).

Activation differences were observed in the premotor cortex (PMC),
an area involved in sensorimotor transformations (e.g., Chen et al.,
2008; Kornysheva et al., 2011; Pollok et al., 2009; Zatorre et al., 2007).
Visuo-motor compared to audio-motor synchronization yielded greater
activation in the right dorsal PMC (discrete and continuous contrasts),
and in the right ventral PMC (discrete contrast only). Greater activation
of ventral PMC with visual flashes than auditory targets has also been
reported in other studies (Jantzen et al., 2005; Pollok et al., 2009),
whereas another study observed relatively more activity with auditory
targets (Jäncke et al., 2000). Increased dorsal PMC activation has been
reported when synchronizing with auditory beeps compared with
visual flashes (Pollok et al., 2009). These effects are typically reported
in the contralateral motor control network (left lateralized), whereas
all themodality differences that we observed in the PMCwere ipsilateral
to the finger movement (right lateralized). It is possible that visual
synchronization increasingly recruits the ipsilateral PMC. Additionally,
a number of studies have shown that PMC responds more when a
sensory signal is temporally complex or difficult (Chen et al., 2008;
Grahn and Rowe, 2009; Lewis et al., 2004). Thus the higher activation
in PMC here might reflect a relative difficulty in extracting temporal
features from the visual sequences.

Higher activation was observed in a number of midline struc-
tures, including the precuneus, the cingulate, and the medial
prefrontal cortex, during more stable tapping conditions. These
midline areas are part of the so-called task-negative or default
mode network, and tend to be more active when task demands are
low (e.g., Fairhurst et al., in press; Fox and Raichle, 2007). Relatively
high activation was observed most clearly in the beep condition
compared to flash condition, which is consistent with the relative
ease of tapping with beeps and the increased task demands of
tapping with the flash.
Cerebellar activation
Cerebellar involvement in sensorimotor timing in the subsecond

range has been established in previous neuroimaging and neuropsycho-
logical work (e.g., Penhune et al., 1998; Rao et al., 1997; Spencer and
Ivry, 2012). Here, the right anterior lobe (lobule V) was more activated
during audio- compared to visuo-motor synchronization for both discrete
and continuous contrasts, suggesting a possible auditory specialization.
Additionally, the right inferior lobule VIII was more activated during
audio-motor synchronization only for the discrete contrast (beep>flash),
possibly reflecting more precise timing.

Right lateralized activity during finger tapping with the right hand is
consistentwith the cerebellum's ipsilateral somatotopy. The cerebellum's
anterior lobe V and lobule VIII are important for sensorimotor function
(Stoodley et al., 2010), and lobules V–VIII are often implicated in
time processing (Spencer and Ivry, 2012). Evidence from TMS supports
distinct cerebellar circuits for processing auditory and visual cues
(Del Olmo et al., 2007). However, other studies have shown that
audio-motor and visuo-motor synchronization yielded similar activation
and concordance in the anterior cerebellum (Witt et al., 2008). In general,
we interpret cerebellum activation cautiously, as cerebellar activation
patterns have proven difficult to link to functional hypotheses (Spencer
and Ivry, 2012).
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Conclusion

In conclusion, this study presents evidence that sensorimotor syn-
chronization is largely contingent upon the stimuli's suitability to the
processing style of each modality. In the auditory modality, a discrete
beep enables a clear encoding of the target timing; and in the visual
modality, a continuously moving target can be more clearly encoded
due to its spatiotemporal dynamics. After this early encoding, it can
serve to coordinate action timing via thalamo–cortical–striatal
loops, and differences in rhythmic synchronization performance are
especially apparent in the putamen.

The current findings have implications for clinical application.
Differences in basal ganglia activation are relevant for Parkinson's gait
rehabilitation. Parkinsonian gait improves with auditory rhythmic
cueing (e.g., Hove et al., 2012), but flashing lights in goggles are far less
effective (Arias and Cudeiro, 2008; Rochester et al., 2005). Spatial visual
cues (i.e. stripes painted on the ground) can improve Parkinsonian gait
(e.g., Morris et al., 1996), and future work could integrate rhythmicity
and spatial visual cueing by employing dynamic moving cues over
goggles. Thus, optimizing the design of cues according to modality-
specific processing affinities could boost brain function in sensorimotor
rehabilitation most effectively.
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