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Synchronizing movements with a beat requires rapid compensation for timing errors. The phase-correction response (PCR) has been studied extensively in finger tapping by shifting a metronome onset and measuring the adjustment of the following tap time. How the response unfolds during the subsequent tap cycle remains unknown. Using motion capture, we examined finger kinematics during the PCR. Participants tapped with a metronome containing phase perturbations. They tapped in “legato” and “staccato” style at various tempi, which altered the timing of the constituent movement stages (dwell at the surface, extension, and flexion). After a phase perturbation, tapping kinematics changed compared with baseline, and the PCR was distributed differently across movement stages. In staccato tapping, the PCR trajectory changed primarily during finger extension across tempi. In legato tapping, at fast tempi the PCR occurred primarily during extension, whereas at slow tempi most phase correction was already completed during dwell. Across conditions, timing adjustments occurred primarily 100–250 ms into the following tap cycle. The change in movement around 100 ms represents the time to integrate information into an already planned movement and the rapidity suggests a subcortical route.
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Synchronizing movements with a beat requires precise temporal integration of perception and action, and rapid adjustment of movement timing when deviations from synchrony occur. This timing adjustment or phase correction has been studied extensively in finger tapping by measuring the response to a synchronization error after shifting a metronome onset (e.g., Hary & Moore, 1987; Madison & Merker, 2004; Michon, 1967; Praamstra et al., 2003; Repp, 2001, 2002, 2005, 2008; Repp, Keller, & Jacoby, 2012; Studenka & Zelaznik, 2011).

In the phase-perturbation paradigm, participants synchronize their finger taps with a metronome that contains unexpected timing perturbations. An unexpected delay or advance creates a large tap-to-target asynchrony, and is compensated for by adjusting the timing of the following tap (e.g., Repp, 2002; Repp & Keller, 2004). This adjustment is automatic and is called the phase-correction response (PCR) (e.g., Repp, 2005). The size of the PCR relative to the perturbation gives an estimate of the phase-correction parameter, \( \alpha \), an important metric in many phase-correction models (e.g., Mates, 1994; Pressing, 1998; Semjen et al., 1998, 2000; Vorberg & Wing, 1996). An \( \alpha \) of 1 indicates perfect phase correction (i.e., 100% of the metronome perturbation is corrected on the following tap). However, \( \alpha \) is usually considerably lower than 1, indicating that only a portion of the error is corrected on the following tap. Vorberg and Schulze (2002) argue that it is not optimal to correct fully when a relatively large portion of each asynchrony arises from motor noise (faster tempi have a higher proportion of motor to timekeeper variance). Phase correction increases at slower tempi, and perfect phase correction (i.e., \( \alpha = 1 \)) can occur at very slow tempi (>1,000 ms interonset intervals [IOI]). (Repp, 2008). Increased PCR at slow tempi could reflect a decreased tendency to maintain the tapping rhythm (Repp, 2008) and/or the increased time available to integrate the perceptual information into the upcoming action.

To date, phase perturbation studies (and models of phase correction) typically consider only the time of tap contact (i.e., only
the end point of each movement cycle). However, the entire movement trajectory can add insight into the dynamics underlying movement and perception-action integration. For example, continuous trajectories of hand movements can reveal underlying cognitive dynamics (Spivey, Grosjean, & Knoblich, 2005); and the kinematics of hand trajectories when observing moving or stationary stimuli can reveal interactions between concurrent perception and action (Grosjean, Zwickel, & Prinz, 2009; Welsh & Elliott, 2004). Movement kinematics can provide a richer understanding of underlying processes, and are especially relevant for time-critical processes such as phase correction. In this study we examine the kinematics of finger trajectories to investigate the time course of the phase correction response.

Previous studies show a tight connection between movement kinematics and timing. In finger tapping, the movement trajectory breaks down into constituent movement stages: dwell at the surface, upward extension, and downward flexion to the target. Flexion times to the target are typically shortest (e.g., Doumas & Wing, 2007; Hove & Keller, 2010; Krause, Pollok, & Schnitzler, 2010; Torre & Balasubramaniam, 2009). Relatively short flexion times and faster movements to the target are associated with more precise timing (Balasubramaniam, Wing, & Daffertshofer, 2004; Brenner, van Dam, Berkhout, & Smeets, 2012; Krause, Pollok, & Schnitzler, 2010). At slower tempo, extension times and velocities change considerably more than flexion, which remain relatively stable across tempo (Doumas & Wing, 2007; Hove & Keller, 2010). Consistently high velocity flexion would produce a salient timing cue potentially important for synchronization timing (Balasubramaniam, 2006; Elliot, Welchman, & Wing, 2009). Movement trajectories affect movement timing.

Little previous work has examined movement trajectories in relation to phase correction. In a few tapping studies with isochronous metronomes, movement trajectories correlated with timing errors. In a motion-capture study of finger tapping (with isochronous visual metronomes), movement trajectories differed systematically after relatively early versus late taps (Hove & Keller, 2010). For example, after a late tap, the following movement cycle had shorter extension and dwell times, but flexion time did not change. Similarly, when tapping without surface contact, late taps were compensated for by shortening the following extension stage (Torre & Balasubramaniam, 2009). This correlational evidence for the workings of phase correction can be examined more systematically by tracking finger kinematics when synchronizing with sequences containing timing perturbations.

Previous phase-perturbation studies examined the temporal evolution of the phase correction response in two-handed tapping and circle drawing. In one experiment, highly trained musicians tapped with various two-interval (short-long) rhythms using two hands in alternation (Repp, 2011). By shifting the timing of the rhythm’s “earlier” tone, phase correction could be examined on the rhythm’s “later” tap. When the later tap was 100 ms after the metronome shift, that tap displayed no phase correction response. However, when the later tap was 150 ms after the metronome shift, that tap showed a discernable phase correction response. As the “early” rhythm interval increased from 150 ms to 300 ms, the PCR on the later tap increased. Together the absence of a PCR 100 ms after a shift and its emergence by 150 ms indicates that phase correction starts to emerge slightly after 100 ms. This represents the time needed to change the temporal goal of an incipient action (Repp, 2011), and could relate to the window for perceptual-motor integration and the synchronization-rate limits of around 125 ms IOI (Repp, 2005, 2011).

In a phase perturbation study with circle drawing, Repp and Steinman (2010) examined the phase correction response at the four cardinal points around the circle. After a metronome perturbation, the phase correction response emerged gradually over the first cycle: very little PCR occurred at one-quarter cycle (i.e., 150 or 200 ms into the 600 or 800 ms cycle); the PCR started to emerge by halfway around the cycle (300 or 400 ms); and the PCR continued to increase throughout the cycle. Complete correction can take several cycles in circle drawing (Studenka & Zelaznik, 2011). The PCR in circle drawing is considerably weaker than in tapping (Repp & Steinman, 2010), and it is unclear how the time course of phase correction compares for continuous circle drawing and discrete tapping. The time course of the phase-correction response in standard unimanual tapping has not been examined to our knowledge.

In the current finger-tapping phase perturbation study, we use motion capture to examine the kinematics of baseline-finger tapping and phase correction responses. Participants tapped their index finger along with an auditory metronome at various baseline tempi (400, 500, 600, and 700 ms IOI). The metronome contained unexpected early and late timing perturbations (±50, 40, 30, 20, and 10 ms). Responses to these perturbations were analyzed by comparing movement kinematics after a perturbation to baseline kinematics. Participants tapped in a smooth legato or short staccato manner, which manipulated the relative timing of dwell, extension, and flexion stages, and thus can provide additional information about the time course (or distribution) of the phase correction response. These manipulations allow us to determine whether the PCR occurs after an absolute amount of time or at a relative time that depends on the stage of the movement cycle. For example, if the PCR occurs at an absolute time point, then this may be located at a different movement stage for the two styles (e.g., dwell for legato vs. extension for staccato, especially at slow tempi).

Method

Participants

Eleven right-handed volunteers (3 women) aged 20 to 39 years (M = 26.3) participated in the experiment. The majority of participants had extensive musical experience. Musical training ranged from 6–31 years (M = 16). Musical training did not correlate with phase correction response, r = .24, p = .18.

Materials and Procedure

Participants tapped their right index finger on a table surface in time with auditory sequences that contained occasional phase-shifted onsets. The sequences consisted of sine tones at 1,400 Hz lasting 40 ms. Tones were presented in each trial at a constant baseline IOI of 400, 500, 600, or 700 ms. Each trial contained 10 phase perturbations that ranged from –50 ms (early) to 50 ms (late), in increments of 10 ms. These perturbations were “phase shifts,” meaning that a perturbation shortened or lengthened one IOI (e.g., IOIs = 500, 500, 450, 500, 500 ms). Phase perturbations were presented in random order and separated by a variable number of tones that ranged from 4–7. Each trial started with 5–8 tones at the trial’s constant baseline IOI. Eight trials...
PCR was calculated by subtracting the trial’s baseline IOI from the
perturbations. Metronome onsets and phase-perturbation information were
provided by a Vicon motion capture system with a 200 Hz sampling frequency. Reflective markers were
placed on the tip of the index finger for kinematics and on the stationary hand and wrist for reference positions. Three-dimensional coordinates of marker position were saved on a separate PC. This PC also received information from the parallel port of the Presentation PC about target-onset times.

Additionally, the impact times produced by the taps were recorded with a microphone on the left channel of a stereo audio file (Audacity program at 8,000 Hz sampling rate) on a separate computer. The right channel of the same audio file recorded the metronome beeps from the Presentation PC. Microphone recordings provided quality assurance; they were highly consistent with the motion-capture data and will not be reported here for brevity.

Analyses

Motion-capture data. Movement timing and kinematics were computed from the finger-motion data. The data were smoothed with a first-order Savitsky-Golay filter (window size = 11 samples). Metronome onsets and phase-perturbation information were extracted from the stimulus triggers recorded via the parallel port. An example movement trajectory is displayed in Figure 1.

The PCR indexes the system’s response to timing errors. The PCR was calculated by subtracting the trial’s baseline IOI from the intertap interval (intertribal interval [ITI]) immediately after a perturbation. For example, in a 600 ms IOI trial, if the ITI after a delayed target was 645 ms, the PCR would equal 45 ms. PCRs larger than 100 ms were filtered out (~1.5% of all PCRs). PCRs were averaged for each perturbation magnitude at each IOI duration for each participant (separately for legato and staccato conditions). These mean PCRs were regressed onto perturbation magnitude. The slope of this regression line gives an estimate of the error correction parameter, \( \alpha \).

We analyzed the trajectories of baseline tapping and the phase correction response. During finger tapping on a surface, three distinct stages arose in each movement cycle: extension away from the surface, flexion to the surface, and dwell time at the surface. To determine each cycle’s extension, flexion, and dwell stages, an algorithm extracted each cycle’s time of surface contact, surface release, and the local amplitude maximum as in previous studies (e.g., Balasubramaniam, Wing, & Daffertshofer, 2004; Hove & Keller, 2010; Krause, Pollok, & Schnitzler, 2010). Movement amplitude was measured as the difference between the surface-dwell position and the local maximum of the finger.

For each movement cycle, we calculated individual trajectory components (dwell time, extension time, flexion time, and amplitude). We examined these components’ absolute magnitudes for each PCR, and their magnitudes relative to the three taps before each perturbation. Relative magnitudes represent the change in trajectory in response to a phase-shifted target and are used as the primary index of the PCR.

Results

First we report baseline synchronization performance and movement kinematics for the three taps before each perturbation. For each of the eight conditions (4 tempi \( \times 2 \) legato/staccato tapping styles), each participant had 300 baseline taps, which are used in the following analyses.

Tap-to-Target Asynchronies During Baseline Tapping

Mean and \( \text{SD} \) of tap-to-target asynchronies were analyzed in 4 (tempo) \( \times 2 \) (legato vs. staccato) analysis of variances (ANOVAs; see Table 1). Overall, participants tapped slightly before the targets (grand mean asynchrony = −5 ms). Taps occurred earlier in the slower tempi, \( F(3, 30) = 8.34, p < .001, \eta^2_p = .455 \). Mean asynchronies did not differ between legato and staccato tapping, \( p > .8 \), nor was there a tempo \( \times \) style interaction, \( p > .5 \).

The variability (\( \text{SD} \)) of tap-to-target asynchronies was higher at slower tempi, \( F(3, 30) = 46.38, p < .001, \eta^2_p = .823 \). The variability of asynchronies did not differ between legato and staccato, \( p > .9 \); nor was there a tempo \( \times \) style interaction, \( p > .2 \).

Movement Kinematics During Baseline Tapping

We examined the baseline movement times of dwell, extension, and flexion stages. Legato and staccato tapping differed most

---

Footnote: A fourth phase, hold at the top of the cycle sometimes occurs during very slow tempi. However, in our data set a hold phase was not very apparent, and we did not explicitly extract a separate hold phase. Future work could consider a hold phase based on position or velocity criteria.
clearly during the dwell stage, with shorter dwell in staccato. Three participants, however, showed no discernable shortening of dwell (or other trajectory difference) in the staccato condition (e.g., their respective dwell times averaged 185, 229, and 304 ms in the slowest staccato condition, compared with an average of 55 ms for the other eight participants). These three participants did not tap in a staccato manner; therefore, their staccato runs were not included in the following staccato analyses leaving \( n = 8 \). Their data were retained for the legato runs (\( n = 11 \)).

Baseline dwell, extension, and flexion times were compared in 3 (movement stage: dwell, extension, and flexion) × 4 (tempo: 400, 500, 600, and 700 ms IOI) repeated-measures ANOVAs separately for legato and staccato. In legato (Figure 2a), the movement times differed between stages, \( F(2, 20) = 19.84, p < .001, \eta^2_p = .665 \), and pairwise comparisons showed that extension times were longest (\( ps < .05 \)), and flexion times were the shortest (\( ps < .05 \)). As tempi slowed, the extension and dwell times increased considerably more than the relatively consistent flexion times, as captured by the significant stage × tempo interaction, \( F(6, 60) = 4.86, p < .001, \eta^2_p = .327 \).

In staccato (Figure 2b), movement times differed between stages, \( F(2, 14) = 54.10, p < .001, \eta^2_p = .885 \); extension times were the longest (\( ps < .001 \)), and dwell times were the shortest (\( ps < .01 \)). As tempi slowed, extension increased considerably more than dwell or flexion, as captured by the significant stage × tempo interaction, \( F(6, 42) = 16.91, p < .001, \eta^2_p = .707 \).

The peak amplitude of the index finger averaged 42.3 mm (see Table 2). We compared the amplitude between tapping style (legato, staccato) and tempo (400, 500, 600, and 700 ms IOI) in a repeated-measures ANOVA. Finger amplitude was higher at slower tempi, \( F(3, 21) = 12.17, p < .001, \eta^2_p = .635 \). The finger amplitude was higher in staccato than legato, \( F(1, 7) = 5.93, p = .045, \eta^2_p = .459 \). No style × tempo interaction occurred, \( p > .6 \).

**Phase Correction Response**

The PCR for each perturbation magnitude is displayed for legato and staccato in Figure 3. Points on the thick line represent the next movement cycle’s overall PCR. The broken lines represent how the PCR breaks down into its component movement stages (i.e., the change in dwell, extension, and flexion times after a perturbation).

For legato, the overall PCR regression slope was 0.87 (indicating that 87% of the phase perturbation was corrected). Breaking this down by movement stage, the PCR slope in dwell was 0.39, extension was 0.36, and flexion was 0.12. Thus, the majority of the phase correction response in legato occurred during dwell and extension phases.

For staccato, the overall PCR regression slope was 0.84. Breaking this down by movement stage, the PCR slope in dwell was 0.06, extension was 0.58, and flexion was 0.21. Thus, the majority of the staccato PCR occurred during extension.

Overall, the PCR slopes were similar for legato and staccato. No difference between legato and staccato occurred in a 2 (legato, staccato) × 4 tempo (400, 500, 600, and 700 ms IOI) ANOVA.

**Table 1**

*Mean Tap-To-Target Asynchrony (and SD of Asynchronies) in Milliseconds by Tempo and Condition*

<table>
<thead>
<tr>
<th>Tap style</th>
<th>Tempo</th>
<th>400</th>
<th>500</th>
<th>600</th>
<th>700</th>
</tr>
</thead>
<tbody>
<tr>
<td>Legato</td>
<td>1.9 (19.8)</td>
<td>−5.2 (20.4)</td>
<td>−9.0 (22.9)</td>
<td>−9.7 (25.9)</td>
<td></td>
</tr>
<tr>
<td>Staccato</td>
<td>4.6 (18.8)</td>
<td>−5.4 (20.5)</td>
<td>−10.5 (25.3)</td>
<td>−9.5 (26.6)</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2**

*The Baseline Finger Amplitude (in Millimeters) by Condition and Tempo*

<table>
<thead>
<tr>
<th>Tap style</th>
<th>Tempo (in milliseconds IOI)</th>
<th>400</th>
<th>500</th>
<th>600</th>
<th>700</th>
</tr>
</thead>
<tbody>
<tr>
<td>Legato</td>
<td></td>
<td>36.7</td>
<td>38.3</td>
<td>40.0</td>
<td>41.3</td>
</tr>
<tr>
<td>Staccato</td>
<td></td>
<td>44.1</td>
<td>44.8</td>
<td>46.2</td>
<td>47.3</td>
</tr>
</tbody>
</table>
The effects of tempo and movement stage on PCR are examined separately for legato and staccato. PCRs were distributed differently across movement stages for legato and staccato, as shown in Figures 4a and 4b. PCR slopes were entered into 3 (movement stage: dwell, extension, and flexion) × 4 (tempo: 400, 500, 600, and 700 ms IOI) repeated-measures ANOVAs.

In legato, the PCR was distributed differently among the movement stages, $F(2, 20) = 5.94, p = .009, \eta_p^2 = .373$. The PCR during dwell and extension were considerably larger than during flexion (pairwise $p < .01$); extension and dwell PCRs did not differ, $p > .7$. The PCR tended to differ between tempi, $F(3, 30) = 2.89, p = .052, \eta_p^2 = .224$, with generally larger PCRs at slower tempi (peaking at 0.95 in the 600 ms IOI tempo). The significant movement stage × tempo interaction, $F(6, 60) = 10.90, p < .001, \eta_p^2 = .521$, indicates that the PCR was distributed across movement stages differently by tempi. At fast tempi, phase correction occurred primarily during extension; whereas at slow tempi, most phase correction was already completed during dwell. This indicates that the PCR is not distributed throughout the next cycle, but instead occurs during a limited time window during the next cycle.

In staccato, the PCR also distributed differently among the movement stages, $F(2, 14) = 12.75, p = .001, \eta_p^2 = .646$. The PCR was largest during extension ($ps < .05$), and did not differ between dwell and flexion ($p > .2$). There was no main effect of tempo, $F(3, 21) = 0.53, p > .6$, nor a significant movement stage × tempo interaction, $F(6, 42) = 1.95, p = .099, \eta_p^2 = .216$. This indicates that the staccato PCR occurred primarily during extension across tempi.

Table 3

<table>
<thead>
<tr>
<th>Tap style</th>
<th>Tempo</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>400</td>
</tr>
<tr>
<td>Legato ($n = 11$)</td>
<td>0.82</td>
</tr>
<tr>
<td>Staccato ($n = 8$)</td>
<td>0.80</td>
</tr>
</tbody>
</table>

Figure 3. Phase correction response on the following tap (in milliseconds) for various metronome perturbation magnitudes (in milliseconds) for (a) legato and (b) staccato conditions. The overall PCR is depicted in a solid black line, and the PCR for each stage of movement (dwell, extension, and flexion) are depicted in a broken lines.

Figure 4. The mean PCR slope of each movement stage (dwell, extension, and flexion) during (a) legato tapping and (b) staccato tapping.
Additionally, we analyzed the change in finger amplitude of the PCR (relative to the three prior taps) for the 10 perturbation magnitudes in separate repeated-measures ANOVAs for legato and staccato. The change in finger amplitude differed between perturbation magnitudes for legato, $F(9, 90) = 5.05, p < .001$, $\eta^2_p = .335$, and for staccato conditions $F(9, 63) = 2.25, p = .032$, $\eta^2_p = .241$. The finger amplitude was slightly lower than baseline when responding to an early perturbation (see Figure 5). A change in amplitude was more apparent for early than late perturbations. However, the amplitude differences were very small: PCR amplitudes were typically within 0.5 mm of the baseline amplitude (mean baseline amplitude across conditions $= 42.3$ mm).

**Discussion**

**Movement Kinematics During Baseline Tapping**

In this experiment we recorded finger kinematics while tapping with metronomes that contained unexpected timing perturbations. Baseline (i.e., pre-perturbation) tapping consisted of distinct movement stages: dwell, extension, and flexion. Movement trajectories differed considerably between legato and staccato tapping. Most notably, staccato tapping had short dwell times, consistent with the short tone durations in staccato musical articulation.

The three movement stages were distributed asymmetrically. In legato tapping, extension times were longest, dwell times were intermediate, and flexion times were shortest. As tempi slowed, each movement stage lengthened, but flexion times were relatively stable across tempi. In staccato tapping, extension times were the longest. As tempi slowed, extension lengthened most, whereas dwell and flexion were relatively stable across tempi.

Asymmetries between extension and flexion have been reported previously (Balasubramaniam, Wing, & Daffertshofer, 2004; Hove & Keller, 2010; Krause, Pollok, & Schnitzler, 2010; Torre & Balasubramaniam, 2009). Flexion times to the target are shorter in standard tapping. But when participants were instructed to extend on-the-beat, extension was shorter; indicating that the extension-flexion asymmetry does not stem from biomechanical constraints (Balasubramaniam, 2006). Faster movements to the target have often been associated with more precise timing (Balasubramaniam, Wing, & Daffertshofer, 2004; Brenner, van Dam, Berkhout, & Smeets, 2012; Krause, Pollok, & Schnitzler, 2010). Extension-flexion asymmetries might help decrease the temporal variability of tapping (Torre & Balasubramaniam, 2009). Fast, quasi-ballistic movements might decrease variability by minimizing the time that inherent motor noise can accrue (Hove & Keller, 2010). Fast movements also provide increased sensory information, which could assist timing (Balasubramaniam, 2006; Goebel & Palmer, 2009). In a study comparing discrete tapping with continuous sinusoidal finger movements (that produce less force), the discrete tapping had better synchronization and a more robust phase-correction response to metronome perturbations (Elliott, Welkman, & Wing, 2009). The authors suggest that the greater force in discrete tapping provides more salient asynchrony information, which could be used for phase correction in synchronization (Elliott, Welkman, & Wing, 2009). Compared with the highly salient sensory feedback from a discrete tap, continuous movements (like circle drawing) lack a clear sensory feedback from the target time, and this likely contributes to poorer synchronization and error correction in continuous movements. Adding tactile feedback to continuous circle drawing can improve the phase correction response to perturbed metronomes (Studenka & Zelaznik, 2011).

Clear and reliable sensory information from movement is important for accurate synchronization and error correction. However, modulating sensory feedback (or flexion velocity) is unlikely utilized in the error correction process. Previous work showed that timing asynchronies did not correlate with changes in the following flexion phase (that would alter sensory feedback); but instead asynchronies correlated with changes during extension and dwell (Hove & Keller, 2010; Torre & Balasubramaniam, 2009). These correlations suggest that phase correction was implemented during the extension and dwell stages. In the current experiment, we extended this correlational evidence by introducing perturbations to create timing errors and using various tempi to alter the absolute time of each movement stage.

**Time Course of the Phase Correction Response**

We perturbed metronome onsets to examine how the motor system integrates sensory information and implements phase correction. After a metronome perturbation, the introduced error was partly corrected on the following tap cycle. This phase correction response was distributed unequally over the next movement cycle. In legato tapping, the majority of the phase correction occurred during dwell and extension, with little change in flexion. The distribution of PCR depended on tempo: at fast tempi, most phase correction occurred in extension, whereas at slow tempi, most phase correction was already completed during dwell. In staccato tapping, most phase correction occurred during extension across tempi.

Various factors could contribute to the phase correction differences by movement stage and tempo. First, the small PCR during flexion could reflect flexion’s relative stability across tempi and quasi-ballistic movement profile. Stable flexion trajectories would be less adaptable and less likely to respond to timing errors. A second possibility relates to the relative time available: flexion times constitute a relatively small portion of the entire tap time (as do dwell times in staccato), so there is relatively little time to implement correction, which results in a relatively small PCR. However, if the relative movement time would drive relative PCR,
the pattern of movement times (Figures 2a and 2b) should parallel the pattern of PCR across tempi (Figures 4a and 4b). The patterns clearly differ, so this “relative” time explanation is unlikely. As tempi slow in legato, movement times increase similarly for dwell and extension (Figure 2a), whereas the PCR increases in dwell, but decreases in extension (Figure 4a). This reversal of PCR from extension to dwell indicates that the absolute time after a perturbation is critical in phase correction. Closer examination of this extension-dwell reversal elucidates the time course of the phase correction response. In the fast trials (400 ms IOI), dwell occurs during the first 100 ms, and captures very little of the PCR; the PCR occurs mainly during the extension stage (100–300 ms postperturbation). At the 500 ms tempo, dwell occurs during the first 150 ms, and now captures a similar proportion of the PCR as extension (150–370 ms postperturbation). At the 600 ms tempo, dwell occurs during the first 200 ms, and now captures most of the PCR. By the 700 ms tempo, dwell occurs during the first 250 ms, and captures most of the PCR with little occurring during extension (250–550 ms postperturbation). Thus, in standard legato tapping, PCR appears to occur in a window between 100 and 250 ms posttempo.

In staccato tapping, this “triangulation” technique is less insightful because this critical 100–250 ms window contained only extension (extension lasted from 40–260 ms at the fastest tempo, and from 55–465 ms at the slowest tempo). Across tempi, the PCR occurred primarily during extension, which contained the 100–250 ms window where phase correction was observed in legato.

The motion-capture evidence that phase correction occurred largely 100–250 ms postperturbation aligns with a previous phase-correction study with two-handed tapping (Repp, 2011). Using a short-long rhythm, Repp (2011) showed that phase correction starts to appear around 100 ms after the shifted earlier tone. These results (in addition to results from two follow-up experiments, Repp, 2011) are consistent with a phase-resetting hypothesis: phase correction and tap timing in general are based on the most recent tone(s) and the tendency to maintain the tapping rhythm (Hary & Moore, 1987; Repp, 2005, 2008, 2011). Phase resetting of the next tap could be based on a dynamic competition between the preceding tone and the preceding tap. The 100–200 ms delay constitutes the time to integrate the new sensory information into an already planned and initiated movement (Repp, 2011).

Studies of grasping and reaching to visual targets whose positions shift unexpectedly indicate changes in hand and arm movements 100–200 ms after the shift (e.g., Brenner & Smeets, 1997; Hansen & Elliott, 2009; Paulignan et al., 1991; Soechting & Lacquinti, 1983). This time window is similar to that observed in audio-motor phase correction, and further supports the time window for integrating newly acquired perceptual information into an initiated movement.

Movement kinematics provide a glimpse into the underlying neural dynamics. A change in trajectory only 100 ms after the perturbation is noteworthy, and suggests that phase correction might be too rapid to be implemented through the classical auditory cortical pathway. Mismatch negativity response to metronome timing perturbations occurs in the auditory cortex about 150 ms after a perturbation (e.g., Ford & Hillyard, 1981); thus, this cortical memory trace occurs after the observed adjustments of movement timing. MEG work showing M100 responses to sub- and supraliminal metronome perturbations have been taken to suggest that auditory cortex might contribute directly to synchronize motor output (Tecchio et al., 2000; cf. Praamstra et al., 2003); but this M100 response is concurrent with the observed change in motor output. EEG recordings indicate that the early evoked response in the auditory cortex (not registering a “change”) occurs at a latency around 50 ms (e.g., ten Donkelaar & Kaga, 2011; and direct recordings in macaques indicate that the response latency for tones to primary auditory cortex is around 25–35 ms, Camalier et al., 2012). This latency, combined with transmission time from auditory cortex to premotor and motor cortex along the postero-dorsal stream (Rauschecker & Scott, 2009), and the latency of the cortico-spinal tract to finger, suggest that this auditory cortex-motor cortex-effector pathway is possibly too slow to drive phase correction. Instead, a more rapid subcortical pathway might be involved in phase correction.

Recent work suggests dual auditory pathways: the classical sensory pathway to the auditory cortex encodes fine details of sound and is relatively slow; whereas a rapid cerebellar pathway (via the brain stem’s dorsal cochlear nucleus) encodes event onsets, and can rapidly transmit the temporal structure of a sound to thalamic and cortical targets (Schwartze & Kotz, 2013). This rapid route with highly accurate temporal precision could be critical in sensorimotor integration and phase correction (Schwartze & Kotz, 2013). Indeed, auditory stimuli that are encoded clearly in the cochlea and produce a clear burst of spikes on the auditory nerve yield a more robust phase correction response (Hove et al., 2014). The subcortical/cerebellar pathway for timing is supported by repetitive transcranial magnetic stimulation (rTMS) studies of phase correction. Selectively inhibiting motor and premotor cortex with rTMS did not alter phase correction after a phase shift (Doumas, Praamstra, & Wing, 2005); whereas rTMS over the cerebellum impaired the phase correction response (Bijsterbosch et al., 2011).

Our present results are in line with earlier work looking at trajectory formation in timed rhythmic sequences (Balasubramaniam et al., 2004; Doumas & Wing, 2007; Torre & Balasubramaniam, 2009). In general it appears that phase correction is implemented in the dwell and extension phases of the movement. The flexion phase of the movement appears to be invariant across all our experimental manipulations. It is likely that this relative constancy in flexion movement time provides the nervous system with the stability that it needs for planning each motor response, while being able to accommodate phase and period correction through other phases of the movement. Following Balasubramaniam et al. (2004), we argue that this is indicative of an important adaptive feature of movement trajectories during voluntary timing tasks where error corrections have to be rapidly employed in the course of the response following a perturbation.

The principles of motor control underlying movement trajectory formation might extend beyond the human nervous system. Recent work suggests that monkeys time the pause duration during a synchronization-continuation task and not the durations of the movement (Donnet et al., 2014). However, in that study they did not parse the movement cycles into their various phases based on position or velocity. To the best of our knowledge there is no evidence for the phase correction response in nonhuman species, although it is now apparent that auditory rhythmic entrainment might be more widespread in the animal kingdom (Patel et al., 2009; Cook et al., 2013).

In conclusion, the phase-correction response to a timing perturbation can be observed in adjustments of movement kinematics from
100–250 ms into the following tap cycle. Little timing adjustment occurred during flexion, which remains fast perhaps to produce perceptual information for timing (Balasubramaniam, 2006). Adjustments occurred primarily during dwell and extension phases, and vary based on tapping style and tempo. The change in movement starting around 100 ms represents the time to integrate information into an already planned movement and the rapidity suggests a subcortical route. Results also indicate the phase correction responses are completed fairly early (~250 ms) into the following cycle. Thus, imperfect phase correction at moderate tempi (<300 ms IOI) is not because of the limited amount of time to implement phase correction, and perfect phase correction at slow tempi (>1,000 ms IOI) does not emerge simply because of additional time to process and implement the correction. Together our findings suggest that the phase correction response is an automatic adjustment in movement timing that is constrained primarily by the time taken to integrate auditory and motor information at the subcortical level.

An important question to consider is how findings about phase correction obtained in finger-tapping studies generalize to less constrained forms of movement coordination with external rhythms, as in dancing to music or playing in a musical ensemble. These activities involve relatively large-scale movements, often involving the whole body. Further, to the extent that dance and ensemble performance take place in social contexts, these behaviors potentially involve mutual phase correction between individuals. One source of evidence for generalization to large-scale movements comes from the finding that the phase correction response occurs in synchronization of lower limbs (Chen, Wing, & Pratt, 2006). Examining the time course of phase correction may therefore improve understanding the mechanism underlying the effect of rhythmic auditory stimulation in gait rehabilitation (e.g., Hove et al., 2012). It is also likely that phase correction responses at one timescale, such as the beat in music, affect movements at other timescales. Research on dancing to music has shown that body movements reflect multiple levels of periodicity in the music’s hierarchical temporal structure (Toivainen, Luck, & Thompson, 2010) and work with piano duos has demonstrated systematic relations between interpersonal coordination at the level of small-scale finger movements and large-scale body sway (Ragert, Schroeder, & Keller, 2013). Moreover, recent research has addressed interpersonal phase correction in complex movements directly by examining how musicians adjust for mutual errors when playing together in string quartets (Wing et al., 2014). Such extensions of the phase correction paradigm highlight its potential to be applied to a range of human motor behaviors; thus, providing a foundation for understanding the bases of the exceptional human ability for precise and flexible sensorimotor synchronization in socially embedded contexts.
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